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Propensity scores (PS) are popular
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Confounding, definition

Bias generated by the lack of  comparability between exposed and 
non-exposed

Formal definition
1. Independent determinant of  the outcome
2. Associated with the exposure (positive or negative association)
3. Not caused by the exposure (Not in the causal pathway)
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Exercise: Guess the confounder

Persons using a bra have breast cancer 
more frequently than others

Persons with a high alcohol consumption have an 
increased risk of  lung cancer

Users of  diet products have fewer hip fractures than 
non-users of  the same age.

Users of  low-dose ASA have AMI more frequently 
than others.



Confounding
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PS, description

§ Multivariat modeling of the probability (propensity) of being 
treated, e.g. the probability of being a statin user.

§ Entails a comparison of persons with the same PS, where 
some are treated and some are not.

§ Adjusts for the the variables included in the PS model and not 
for variables that are not included.
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Probability of being a statin users 
depends on:

§ Age
§ Sex
§ Diabetes dx
§ Antidiabetics rx
§ Renal disease
§ MI
§ Stroke
§ PAD
§ Smoking
§ Hypertension dx
§ Antihypertensives rx
§ …
§ ….
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PS matching

§ Generates ”pairs” with the same PS, where one is treated and 
the other is not.

§ Achieves (aggregate) balance on all covariates included in the 
PS model

§ Usually a loss of subjects who cannot be matched
§ Usually followed by a crude analysis, not taking matching or 

other covariates into account
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PS matching, PPI-survival
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Matching techniques

§ Nearest neighbor
§ Sequential, balanced nearest neighbor
§ greedy
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Matched PS analysis

§ stcox main_exposure
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What to do about covariate imbalance

§ ”Eyeball” table 1
§ Standardised difference

§ Where
§ d = standardised difference
§ X1 and X2 are means of sample X1 and X2

§ s1 and s2 are standard deviations of sample X1 and X2
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What to do about covariate imbalance

§ If there is imbalance on an essential variable:
§ Include it in parallel with the propensity score

§ ”Doubly robust”

§ Up-weigh it in the regression model that builds the PS
§ logistic exposure 2*variable_of_interest   other_variables …..
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Critique of PS matching

§ For persons with high PS (e.g. >0.50) not enough untreated 
for matching

§ -> loss of treated sujects
§ -> loss of representativeness

§ Solution: matching with replacement

June 200916



Using PS, as covariate

§ Only covariate, apart from main exposure
§ stcox main_exposure PS

§ Used in high-dimensional PS
§ No loss of subjects
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Using PS, as stratification criterion

§ For example as deciles of PS spectrum
§ stcox main_exposure, by(PSdecile)

§ No loss of subjects
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Using PS,as a weighting criterion

§ Inverse probability of treatment weighting (IPTW)
§ Subjects are weighted by the reciprocal value of the probality 

of receiving the treatment that they actually receive
§ 1/PS for treated
§ 1/(1-PS) for untreated

§ Creates two equally large psedo-cohorts, one treated and one 
untreated

§ Increasingly popular
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Properties of IPTW

§ Contrafactual:
§ What if we treated everyone in the whole population vs 

treating none of them? ATE
§ (PS matching : What if hadn’t treated those who actually 

got the treatment?) ATT
§ Subjects who are treated contrary to prediction are given 

very large weights 
§ Statistically unstable

§ ”Stabilizing” e.g., by having an upper limit on the allowed 
weight
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Other approaches to weighting
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Few outcomes

§ E.g. a large cohort study with a rare outcome (n)
§ Number of variables that can be included in a Cox regression 

model = n/6
§ -> small sample bias

§ Not a limitation in PS matching!
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Fringe benefits of PS

§ Insight into what drives treatment
§ Matching excludes persons with absolute indications or 

contraindications
§ Statistically robust if there are few outcomes
§ By so-called asymmetrical trimming, there is a certain level of 

adjustment non-measured confounders
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Persons in the tails of PS distribution
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Persons in the tails of PS distribution

§ Persons with absolute indications or contraindication
§ If treated contrary to prediction often last resort treatment 

(= very bad prognosis)
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”Asymmetrical” trimming

§ Removes subjects treated contrary to prediction
§ Surprisingly inexpensive in terms of power
§ Provides some protection against unmeasured confounders
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What variables shold be put into a PS 
model?

§ Risc factors for the outcome, associated with exposure 
(confounders) Yes -> confounder adjustment

§ Risc factors for the outcome, not associated with exposure 
(risc factors) Yes-> improve precision

§ Not risc factors for the outcome, associated with exposure 
(instruments) No -> lose precision

§ Not risc factors for the outcome, not associated with 
exposure (noise) No -> lose precision

§ I.e., all risc factors for outcome
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PS model is too”good”
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hdPS

§ High-dimension PS
§ A lot of variables (n>200) included in the PS model
§ Typically the 200 most frequently occurring diagnoses and 

treatments
§ Can be automated
§ Exploits the inherent capability of confounder adjustment for 

the data set 
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HdPS in a Nordic setting,
GI bleeding, Coxibs vs traditional NSAIDs in DK
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Analytic approach

Diagnosis 
covariates 
included

Prescription 
covariates 
included

Hazard ratio (95% CI)

Crude analysis NA NA 1.76 (1.57 - 1.97)

Adjusted by age and 
sex

NA NA 1.12 (1.00 - 1.26)

Adjusted by age, sex 
and clinically selected 
covariates

3 8 0.99 (0.88 - 1.12)

Adjusted by PS model 10 10 0.89 (0.77 - 1.02)
20 20 0.86 (0.75 - 0.99)
50 50 0.86 (0.76 - 0.99)
100 100 0.89 (0.77 - 1.01)
200 200 0.88 (0.77 - 1.01)
500 500 0.90 (0.79 - 1.03)

Hallas, Basic Clin Pharmacol Toxicol 
2017



Positive covariates, dx and rx
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PS distributions, 500 dx and 500 rx
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PS distribution overlap
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HdPS in DK, conclusions

§ HdPS does work in Danish data
§ It works better than a GI specialist
§ Early saturation re number of variables
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Exercise

§ What will happen if you employ PS matching in a case-control 
study ?
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When not to use PS

§ In case-control studies
§ Tricks to circumvent (Månsson et al, AJE 2007)
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Disease risc scores

§ Summary score, like the PS
§ Models the risk of having the outcome, based on baseline 

covariates
§ E.g., Charlson comorbidity index

§ Usually based on the untreated
§ Inclusion of treated will bias the DRS if there is effect 

modification
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Disease risc scores, properties

§ Summary score, just like the PS
§ Covariate, matching, stratification and weighting

§ DRSs are ”biological” and PSs are ”behavioural”
§ DRSs are useful for newly marketed drugs

§ Does not generate covariate balance
§ No table 1
§ ”Dry-run analyses”, Wyss et al, AJE 2017

§ Can be used in case-control studies
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PS for dummies

§ PS models the likelihood of receiving the treatment, based on 
covariates

§ Adjusts for variables included in the model, not for others.
§ Can be applied with matching, as a covariate, by stratification and by 

weighting
§ Particularly useful if there are many covariates and few outcomes
§ Fringe benefits include insight into prescribing patterns and 

exclusion of subjects who have absolute indications or 
contraindications

§ HdPS expoits the inherent capability of the data to adjust for 
confounders

§ Choose variables that are determinants of the outcome and not 
others
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